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Overview of Research Efforts on Media ISA
Extensions and Their Usage in Video Coding

Ville Lappalainen, Timo D. Hamalainen, and Petri Liuha

Abstract—This paper summarizes the results of over 25 Sun’s Visual Instruction Set (VIS) [40], [77], HP's MAX-2
research groups or individual researchers that have presented [50], [51], Intel's Matrix Math eXtensions (MMX) [67], Mips
video coding implementations on general-purpose processors Digital Media eXtensions (MDMX) for MIPS processors [60],

with the new single instruction multiple data media instruction , . . ;
set architecture extensions. The extensions are briefly introduced Alpha’s Motion Video Instructions (MVI) [11], Motorola’s

and the fundamentals for extensions, as well as some inherentAltivec [20], Intel's Streaming SIMD Extensions (SSE) [75],
problems, are explained. The reported attempts to utilize the AMD’s 3DNow! [65], MIPS-3D Application Specific Exten-
extensions are divided into kernel- and application-level, as well sjons (ASE) [76], and Intel's SSE2 [28].
as platform dependent and independent optimizations. Optimized  Thg main emphasis of this paper is to review video encoding
applications include, in addition to some proprietary methods, . .
all of the major video coding standards such as H.261, H.263, a_nd decoding Impl.ementat_lons that m?ke use of these gxten-
MPEG-4, MPEG-1, and MPEG-2. These optimized implemen- Sions. In the following, we first summarize how the extensions
tations include a complete video codec, several decoders, andspeed-up media processing. Next, the review of implementa-
several encoders. Additionally, a performance comparison is given tions is presented. It is organized as follows.
for four representative encoder implementations based on the e first group of implementations makes only use of the new
reported results. Also included is an overview of future trends for . . . - . N .
new instructions and architectural speed-up techniques. Instructions ‘,N't.hou_t any major.algonthmlc, |.¢., platform-lnde-
pendent optimizations. For this group, we first review perfor-

mance evaluations of the SIMD media ISA extensions @ith
tinct kernelsand after those we review implementations with
complete applications

The second group of implementations includes both platform-
. INTRODUCTION independent and the use of SIMD media ISA extensions. Again,

ESPITE the huge increase in performance of general- p@,oth kernel-level and application-level research results are given.
D pose processors for PCs and workstations, the new ap¥Ve also present performance comparisons for four most com-
plications, such as real-time video encoding or decoding, havarableimplementations and give an overview ofthe future trends
been requiring special architectural enhancements. Traditidftarchitectural speed-up methods and further developed newin-
ally, processors have been optimized for executing complex pistuctions.
gram code structures without much prior knowledge of the ap-
plication demands from the execution point of view. However, II. SIMD MEDIA ISA EXTENSIONS
video and other media processing applications have basicall)(ﬁ

more predictable execution behavior and require regular, masd€0 coding algorithms most often process byte-wide data,
I1’1or which a wide arithmetic unit such as a 64-bit one inside

the processor is an overkill. This is the main motivation behind
subword parallelismin which a standard unit of computation

instruction set architecture (ISA) extensiarmsist of new in- ©F Storage, a word, is partitioned into smaller units called sub-

structions and resources added to processors to improve the JGrds- The same operation can be performed on each of the sub-
formance of media processing. The extensions usually aimVgrds in parallel. Subwords can be of different sizes, the most

exploiting the existing structure and resources of the processB%nmonly used sizes being 8 or 16 bits for media processing.

as much as possible. Two thorough surveys on this topic are prel Neoretically, subwords can be either overlapping or

sented by Lee [52] and Ferretti [25]. nonoverlapping, either partially or completely fill the word,
HP’s PA-RISC was the first ISA to introduce its SIMD medigf/ther implemented by software or hardware and deal with

ISA extensions, called Multimedia Acceleration eXtensiorfather integer or floating-point data [52]. In practice, nonover-
(MAX-1) [48]. Other SIMD media ISA extensions include!app'”g subwords thqt completely fill the word are qsed. More
_ _ ' importantly, they are implemented by hardware. This subset of
Manuscript received May 28, 2001, revised February 18, 2002. subword parallelism is also referred to as packed parallelism.
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A word-wide integer functional unit can be partitioned intdhe intervention of a unit other than the one where useful com-
parallel subword units, with small hardware overhead. putation takes place, it requires larger code for the instructions
For example, a 64-bit integer two’s-complement adder majy the ordering unit, extra fetch bandwidth and extra execution
be partitioned into four 16-bit subword integer adders. Sudime. In addition, this technique requires that the additional re-
a partitionable adder allows four 16-bit additions, or a singlerdering instructions are explicitly issued in an aggressively un-
64-bit addition, to be performed in a single cycle. The overheadlled loop. This further increases the code size.
cost is very small, since the same datapaths are used in either
case: two 64-bit register reads and one register write. A supery||. v ipeo CobINg WITH SIMD MEDIA ISA EXTENSIONS
scalar processor with two 64-bit partitionable Arithmetic Logic ] _
Unit (ALUs) could support eight parallel 16-bit operations with Performance evaluations of a cqmplete set of architectural
just a 6-ported register file, while a SIMD processor with eigi{gatures in IBM PowerPC620, Pentium Pro, and Alpha 21164
independent 16-bit functional units needs a 24-ported regisféf Presented in [6], [21] and [18], respectively. However, the
file. A 6-ported register file is enough, because two 64-bit writdd 0C€SSOrs analyzed in these studies do not contain any SIMD
and four 64-bit reads are needed [52]. media ISA extensions. _ . B
There are two main problems in subword parallel computa—The papers (mentlongd in Section I) that mtrod'uce spec[flc
tion. First, there will be performance overhead resulting from!MD media ISA extensions usually focus on detailed descrip-
the need to provide precise subword data alignment. In genefi@ns of the additional instructions and examples of their use.
the programmer is responsible for data alignment; thus, prBhe performance characterization in these papers is gsuallyllm—
gramming complexity increases [41]. Secondly, conventiond to @ few sample code segments and possibly a brief mention
implementations of subword parallel computation require de8hthe benefits anticipated on larger applications. .
software loop unrolling, which results in code size overhead,AS already mentioned, subword parallelism computations are
This code size expansion may not be a serious problem witlso possible without any hardware support. Eckart mentions a

general-purpose processors, but may have significant impactS§fware-only technique to utilize subword parallelism in the
the cost of an embedded system. process of describing an MPEG-1 decoder optimized for Intel

Pentium [22]. A more general approach is studied thoroughly
A. Approaches to Data Alignment by Zucker [86].

. . There are lots of studies, which evaluate the performance of
Th h I fall hi h - . S . .
e approaches to data alignment fall roughly into three Ce%;[%ecmcSIMDmed|aISAexten5|ons,Whenexecutmgelthercom-

egories, as summarized in [26]. One simple solution to achie tevideo coding applications orbare kernels. These studies usu-
alignment between two data sets (e.g., filter coefficients aﬁ)ﬂe gapp '

input data) relies on maintaining several replicas of one data gfyhdescrlbe, inavarying level of detail, how the implementation

(e.qg., filter coefficients). Each replica has a different aIignmeR the specific algorithm utilizes the SIMD media ISA extensions

offset relative to the other data set. ofinterest. In this paper, the emphasis is on the complete applica-

For example, in a processor with two-way subword parallg
operations, one would need two copies of the filter coefficients: o
one with the even data elements in the even positions of the wétd Platform-Dependent Optimization of Kernels
and the other with the odd elements in the even positions ofln this section, the studies are grouped according to the SIMD
the word. This way, depending on which output is computethedia ISAs used. Kim and Choe report the performance of
one filter copy is selected and applied to the input data. THBMD floating-point extensions (3DNow!) and several DSP ker-
approach can be used with MMX technology [34], for exampl@els, including an finite-impulse response (FIR) filter. They re-
The second approach relies on memory system support fart individual speed-ups ranging from 1.3 to 1.5 for an FIR
misaligned accesses. Some systems provide proper alignnfiter with tap sizes of 1-10 on a 300-MHz AMD-K6-2 pro-
in hardware, for example Intel's x86 memory systems [68]. Theessor [39].
disadvantage of these memory systems is that a single misNguyen and John present an evaluation of Altivec and seven
aligned access is significantly slower than an aligned accesyjltimedia kernels, including 8 8 IDCT and FIR. They per-
hence reducing performance as computation becomes menforyn trace-driven simulation using a cycle-accurate simulator.
bound. Also, a typical memory system that supports misalign&tiey report individual (i.e., not average) speed-ups of 11.7 and
accesses is able to supply data with high throughput as long2a4 for IDCT and FIR on the Apple Altivec Emulator, respec-
the data is aligned to the native word size, but its performantieely [64].
degrades when data is misaligned. As a result, this solution id.ee and McMahan present a very detailed implementation
both performance suboptimal and expensive, requiring a larged optimization of four typical multimedia kernels (of which
hardware investment. two are related to video coding) using MAX-2 extensions. They
A third approach relies on a shifter or other specialized reeport individual speed-ups of 2.7 and 4.1 for:d4&6 sum of
ordering unit for constructing the misaligned components absolute differences (SAD) computation and 8 IDCT on an
the algorithm and issue only aligned memory accesses. Thisk#R PA-8000 processor, respectively [53].
ordering unit is explicitly controlled by the programmer. This Talla et al. study three MMX-optimized applications (no
technigue is used with Altivec [20] and VIS [77] technologiesyideo applications included) and kernels, including FIR. They
for example. Some of the shortcomings of this technique are tladdéo evaluate the tradeoffs in superscalar performance with a
since the construction of a misaligned data elements requicesnbination of measurements on Pentium Il and simulation

pns, for which more detailed results are presented.
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experiments. They report an individual speed-up of 1.8 for an TABLE |
MMX-optimized FIR filter on Pentium I [74]_ PERFORMANCE OFVIDEO CODING APPLICATIONS ONSEVERAL PLATFORMS

L. WITH SIMD MEDIA ISA EXTENSIONS
Bhargaveet al. study four MMX-enhanced applications (no
video applications included) and four kernels, including FIR. Appiication | ISA Refe-  Bit Image Processor Clock| Frame

They report an individual speed-up of 1.6 for FIR on Pentium I| rence rate  size freq.| rate
[7]. (kbps) (MHz)| _ (fps)
H.261dec. |MAX [48] n/a na HP712 80 67

Rice presents a detailed performance evaluation of VIS an' 551 dec. | VIS [62] nla CIF SunUlra 167|60-243
eight image processing kernels on an actual UltraSPARC-base 1
system. However, no results for video coding kernels are pre H263enc. (MMX  [31] n/fa QCIF Pe'}ﬂ,{‘,{;‘( 2000 23
sented [71]. _ _ _ H263enc. [MMX [31] na QCIF Pentum 400 65

Another evaluation of Sun’s VIS and three kernels, including I
an FIR filter, is presented by Chet al. They use a simulated H.263enc. MMX [42] 848 QCIF Pentium 133 15

approach. They report individual speed-ups of 6.3 and 3.4 fo MMX

MPEG-1 MAX [48] n/a 320x HP712 80 33

a VIS-optimized FIR filter over a floating-point and fixed-point 4.’ 240
implementation in the Ptolemy simulation environment, respec MPEG-1  |MMX [33] n/a nja Pentum 200 115
tively [14]. dec. MMX
MPEG-2 [MMX [33] n/a MPML Pentium 200 25
dec. MMX

B. P.Iatfprm-Dependent Optimization of Complete MPEG-2 VIS [19] 4000- n/a SunUltra 360| 1625
Applications dec. 15000

In the following, the termframe rateis used to denote ei- MVCenc. ?/ISMEX [43] 824 QCIF Pe”““m 733 15
ther theframe decoding speedf a decoder or thérame en-
coding speeaf an encoder. The implementations are grouped

according to the video coding method or standard used.  performance of several video coding and image processing ap-
Mou et al. report individual frame rates of 60-243 fpyjications on avariety of experimental architectural configura-
(frames per second) for a VIS-optimized H.261 decoder usiigns commonly used in general-purpose processors. They use
CIF (Common Intermediate Format, 35288) sequences 5 getajledsimulatedapproach based on VIS extensions. They
on a 167-MHz Sun Ultr_a 1 processor. It shogld be not_ed thﬁétport speed-ups for an MPEG-2 (Main Profile, Main Level)
color conversion and display operations are included in theggcoder and encoder on an experimental processor that has an
performance figures [62]. issue width of 4 and supports out-of-order execution. A bit rate

Lee et al. report individual frame rates of 67 and 33 fpgyf g Mbps and an image size of 352240 were used [69].
for MAX-optimized H.261 and MPEG-1 video decoders on . .
Table | summarizes the above-mentioned results. As can

a 80-MHz HP PA-RISC workstation [8], [49]. The MPEG-1, seen, the most commonly used platform is Intel Pentium.

decoder used a resolution of 3240 [48]. fFurthermore, all implementations exceed the real-time per-

Hsu and Liu report average frame rates OT 23 and 65 fps %rrmance limit of 10 fps and most decoders also exceed the
an MMX-enhanced H.263 video encoder using QCIF (Quartﬁgme rates used in digital TV. However, only QCIF-sized

Common Intermediate Format, 1%6l44) sequences on aIow-bit-rate video encoders exceed the real-time limit. It should

200-MHz Pentium MMX and a 400-MHz Pentium Il, respecb? noted that some of the implementations here also represent

tively. They have app_lled speed opt|m|za_t|on_s a.lt a S|gn_|f|caﬁ1e first attempts to use SIMD media ISA extensions and the
expense of compression performance. With similar quality, t%f

output bit rate increases 1.2—-1.5 times over the reference [3 ock frequencies of the processors were not very high during

Lappalainen reports an average frame rate of 15 fps for s ttime.

MMX-enhanced H.263 video encoder using QCIF sequences/Ve can try to omit the clock frequencies and other architec-
on a 133-MHz Pentium MMX. Bit rates ranging from 8 to 4gural differences by considering the speed-ups when comparing
kbps were used [42]. the results. Table Il lists the speed-ups reported with the im-
lkekawaet al. report individual frame rates of 115 and ogplementations. Included is also information about the type of
fps for MMX-optimized MPEG-1 and MPEG-2 (Main Profile, @ reference implementation, to which the results are compared.
Main Level) decoders on a 200-MHz Pentium MMX processd? should be noted that the speed-up figures depend heavily on
[33]. the reference version and its optimization level. Thus, in gen-
Defee and Huttunen report individual frame rates of 15.6-2al it is difficult to compare the speed-up figures reported by
fps for a VIS-enhanced MPEG-2 Transport Stream decoder @ffferent researchers. Section IV clarifies and exemplifies this
a 360-MHz Sun UltraSPARC. Bit rates ranging from 4 to 16Sue in more detail.
Mbps were used [19], [32]. Tallaand John present a performance characterization of Pen-
Lappalainen reports an average frame rate of 15 fps (QCli)m Il and several multimedia applications, some of which uti-
for an MMX- and SSE-enhanced proprietary video encodéze SIMD media ISA extensions, for example a commercial
called MVC on a 733-MHz Pentium Il processor. Bit rate¢RealVideo) streaming video decoder. However, no frame rate
ranging from 8 to 24 kbps were used [43]. or speed-up figures are reported [73].
All the studies mentioned so far have focused more or lessZhouet al. describe a complexity analysis for MPEG-1 and
on a single, specific architecture. Ranganatbgal. study the MPEG-2 video decoding with VIS. They do not provide any ex-
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TABLE 1l TABLE 1l
SPEED-UPS ONVIDEO CODING APPLICATIONS OBTAINED WITH SPEED-UPS ON VIDEO CODING KERNELS OBTAINED WITH
PLATFORM-DEPENDENT OPTIMIZATIONS PLATFORM-INDEPENDENT OPTIMIZATIONS
Application ISA  Refe- Reference Reference| Speed- Kemel ISA  Refe- Reference Reference| Speed-
rence  version optimized up rence _ version optimized up
H.261 decoder MAX 48] n/a n/a 238 MPEG-2 decoder,| MMX  {63] C nfa] 1.1-13
H.263 encoder MMX  [31] Cc NO 9.6 IDCT only
H.263 encoder MMX  [42] ASM YES 1.7 MPEG-2 decoder,| MMX  [81] [63] YES| 1.2-15
MPEG-1 decoder | MMX  [29] commer- YES 1.6 IDCT only
cial' MPEG-2 decoder,| MMX  [35] C NO| 1415
MPEG-1 decoder | MAX  [48] n/a n/a 2.2 VLQ and IQ only
MPEG-2 decoder | VIS®  [69] C NO 1.3
MPEG-2 encoder | VIS?  [69] C NO 35
MVC encoder MMX  [43] C YES 34 spectively. Moreover, individual frame rates ranging from 35.3
MVC encoder S'a,'ax [43] MMX YES 11 to 45.7 fps on a 600-MHz Pentium Il are reported. Bit rates
T The Mediamatics MPEG-1 video decoder was used. ranging from 25 to 128 kbps were used [1], [2].
2 Ranganathan et al. used a detailed, simulated approach based on VIS Erol et al. propose several platform-independent and depen-

dent optimizations for an H.263 decoder and encoder. They
report individual frame rates of 14 and 17 fps (QCIF) for an
MMX-enhanced H.263 encoder on a 200-MHz Pentium MMX
[24].

Lappalaineret al. propose several platform-independent and

o ) ) _ dependent optimizations for an H.26L video decoder and en-

In all the studies in the two previous sections, the main emgager. For the highly-optimized decoder, they report an average
phasis has been on the platform-dependent optimizations, espgne rate of 117 fps (QCIF) on a 400-MHz Pentium Il pro-
cially on the utilization SIMD media ISA extensions. There argaggor [45]. For the highly optimized encoder, they achieve an
also studies which taI§e amore video.—cod_ing.—oriented approag()erage frame rate of 17 fps (QCIF) on a 733-MHz Pentium I
They propose some important algorithmic, i.e., platform-indeyocessor [44]. Bit rates ranging from 8 to 25 kbps were used.
pendent optimizations. However, further improvements are real—rung et al. report average frame rates of 72 and 20 fps for
ized, when implementing the optimized algorithms with S”V'R/IMX-optimized MPEG-1 and MPEG-2 video decoders on a
media ISA extensions. It should be noted that only the studigéo_MHZ Pentium MMX processor. For MPEG-2, a bit rate of
that utilize both platform-independent optimizations and SIM Mbps was used [78].
media ISA extensions are covered in the following. Casalinoet al. report individual frame rates of 50-62 (CIF)

Murataet al. propose an adaptive control method and MMX 4 190-405 fps (QCIF) for an MMX-enhanced MPEG-4 video
implementation for IDCT and report real-time MPEG-2 videQecoder on a 266-MHz Pentium 11 dual processor [12].

and Dolby AC-3 audio decoding at 4 Mbps on a 266-MHz Pen- \14rivoshiet al. describe an MMX-enhanced MPEG-4 visual
tium 11 [63]. They also report speed-ups ranging from 1.11 {9yqec (Simple Profile, Levels 1-3), which uses a fast adaptive
1.32 at bit rates ranging from 4 to 10 Mbps over the LLM IDCTy,tion vector search during the motion estimation. They report
[58] algorithm. _an average frame rate of 30 fps (CIF) for the MPEG-4 codec
Winger further improves Murata’s method and describes ., both encoding and decoding are included) on a 450-MHz
MMX-optimized IDCT algorithm. Speed-ups ranging frompgntium 11 processor [61].
1.22 to 1.54 for IDCT at 4, 5, and 15 Mbps over Murata’s |, 5 recent study by McVeiget al, software-based real-time
method are reported [81]. _ MPEG-2 (Main Profile, Main Level) video encoding is demon-
Ishii et al. propose a parallel method and MMX imple-g¢rated on a 500-MHz Pentium 111 processor with less than 70%
mentation for variable length decoding (VLD) and inversgpy ysage. The main contribution of this work is a set of al-
quantization (IQ) for MPEG-2 decoders. They also repogorithmic simplifications (some of which are nonconformable
speed-ups ranging from 1.37 to 1.48 for VLD and |IQ compargg, the MPEG-2 standard) that reduce complexity at the ex-
to a conventional method on a 200-MHz Pentium MMX. Bihense of degraded compression performance. The fastest ver-
rates ranging from 4 to 10 Mbps were used [35]. sion of their encoder achieves approximately the same visual
Table Il summarizes the above-mentioned kernel results. quality operating at 6 Mbps as the reference implementation
does at 4.5 Mbps. The version producing the best quality con-
sumes 97% of the CPU usage on a 500-MHz processor [59].
Table IV summarizes the above-mentioned frame rate results
Akramullahet al.describe several algorithmic optimizationsand Table V summarizes the speed-up figures. Again, MMX is
which are designed especially for MMX and VIS technologieshe most often used ISA extension and both encoders and de-
They also describe carefully how compiler and code optimizaeeders exceed the real time performance limit. What comes to
tions are applied to achieve a real-time implementation for #me speed-ups, the gain of using both algorithmic optimizations
H.263 video encoder. They report average frame rates of 1é&id SIMD media extension instructions could be even tenfold.
and 11.3 fps (QCIF) for MMX- and VIS-optimized versions orHowever, when comparing to optimized reference implementa-
a 233-MHz Pentium Il and a 167-MHz Sun UltraSPARC-1, reions, the speed-up is typically less than two.

perimental results, but derive a quantitative performance bou
for software MPEG decoders [85].

C. Platform-Independent Optimization of Kernels

D. Platform-Independent Optimization of Complete
Applications
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TABLE IV TABLE V
PERFORMANCE OFVIDEO CODING APPLICATIONS ONSEVERAL PLATFORMS SPEED-UPS ONVIDEO CODING APPLICATIONS OBTAINED USING BOTH
WITH SIMD MEDIA ISA EXTENSIONS PLATFORM-INDEPENDENTOPTIMIZATIONS AND SIMD MEDIA ISA EXTENSIONS
Application| SA Refe- Bit Image Processor Clock| Frame Application ISA Refe- Reference Reference| Speed-
rence rate size freq. rate rence  version optimized up
(kbps) (MHz)|  (fps) H.263 encoder MMX 1] C NO 9.2
H.263 enc.| MMX [11 26- QCIF Pentium 233 16 H.263 encoder MMX  [24] C NO| 1.8-23
128 ] H.263 encoder VIS 1] C NO 22.3
H263 enc.[MMX [24] n/a QCIF Pentium 200 14-17 H.26L decoder MMX  [45] C NO 8.6
MMX H.26L decoder MMX  [44] C YES 1.3
H.263 enc.; VIS [11 25 QCIF Sun 167 11 H.26L encoder MMX  [44]) C YES 1.8
116 Ultra-1 MPEG-1 decoder | MMX  [78] commer- YES 1.2
H.26L dec.|MMX  [45] 8-25 QCIF Pentium 400 117 cial'
n MPEG-2 decoder | MMX  [78] commer- YES 15
H.26L enc.f MMX [44] 825 QCIF Pentium 733 17 cial®
i MPEG+4 decoder | MMX  [12] C YES| 1.2-1.3
MPEG-1 [MMX [78] n/a nfa Pentium 200 72 MPEG-4 decoder | MMX  [61] C NO 1.9
dec. MMX MPEG-4 encoder | MMX  [61] C YES 44
MPEG-2 [MMX  [78] 8000 n/a Pentium 200 20 T The Cyberlink MPEG-1 decoder (VCDPlayer) was used.
dec. MMX 2 The Cyberlink MPEG-2 decoder (DVDPlayer) was used.
MPEG-2 [MMX [59] 6000 720x Pentium 500 30
enc. ! 480 n
MPEG4 |MMX [12] n/a CIF Pentium 266| 50-62
dec. Il dual TABLE VI
MPEG-4 MMX [12] na QCIF Pentium 266 190- SOURCE VIDEO SEQUENCES
dec. Il dual 405
(l\:AOZIZS-4 MMX [61] na CIF Pentiun|1I 450 30 Name required info
lMcVeigh et al. do not e.xplicitly describe MMXi-optimi.zations', the.y ju§t Inpufr():}tg:':: cz;af:z:éugg ::gﬂ::z ::Ig
mention that the subsampling structure they use in motion estimation is - - -
amenable to SIMD processing [59]. - . . . Durat“?n required !nfo
Classification of motion and spatial details useful info

IV. COMPARISONS OFOPTIMIZED IMPLEMENTATIONS

It is quite demanding to compare the performance of re- TABLE VI
ported implementations, because of both different experimental ~ ENCODING PARAMETERS AND IMPLEMENTATION ALTERNATIVES
arrangements and different performance metrics. Moreover, Target frame rate required info
both of these factors are usually documented with different (or # of frames coded)
levels of details. Fixed or variable target frame rate required info
. . . Quantization parameter (QP) required info
When evglua_tmg the perforr_nancg of V|de_o encod_lng or de- Fixed or variable QP required info
coding applications, the following pieces of information about , Bit rate required info
the experiments should be documented so as to yield reliable re- Rate control method required info
sults. First, the properties of the source video sequences shoulc B'OCK;SmatC’r‘]'"Q 5(‘1'90"“?’“ Teq“!’eg !“;0
. . earcn wingow size requireg into
be described. Second, both the_ encoding parameters that wert DCT algorithm required info
used to generate the encoded bit streams and all implementatior Optional coding modes required info
alternatives that can be selected freely such as block-matching __Platform-independent (P-f) optimizations required info
algorithm should be explained. Finally, the experimentation en- __Platform-dependent (P-D) optimizations required info

vironment should be documented. The items of information in
these three categories are divided into two classes called “re-

quired info” and “useful info,” as shown in Tables VI-VIII. TABLE VIII
The following performance metrics are commonly used. EXPERIMENTATION ENVIRONMENT
First, a measure of complexity such as average decoding time —

f a frame or encoding or decoding speed in frames per second Processor and clock frequency required info
F’ ! g 9 .p ) p Level 1 (L1) cache size required info
is required. Second, a measure of video quality such as PSNR L2 cache size useful info
would be very useful. The PSNR should be reported at least System bus bandwidth useful info
for the luminance components of the frames. Third, is would Memory size useful info
be very useful to report the compression performance b Operating system required info

. y _p p_ . P y Compiler| required info
using PSNR versus bit rate curves. F|na“y, it would be useful Compiler optimizations required info

to compare also subjective video quality in some cases, for

example when there are two competing proposals targeting a

video coding standard. More details on performance evaluatiorin the following, comparisons are given for four most similar
and comparison of video coding systems are given in [4Bhplementations of an H.263 encoder reported by Lappalainen
and [9]; the former focuses on complexity, the latter on vidgd2], [44] (two different implementations), Eret al.[23], [24]
quality and compression performance. and Akramullaket al.[1], [2].
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TABLE IX

SOURCE VIDEO SEQUENCES

665

TABLE XII
PERFORMANCE OFTWO H.263 ENCODER IMPLEMENTATIONS ON 200 MHz
PENTIUM PROCESSORWITH MMX T ECHNOLOGY

Name Akiyo| Foreman _ _
Spatial frame resolution 176x144 (QCIF) Sequence | Bitrate Target Author| Frame encoding
Input frame rate 30 fps (kbps) frame rate speed
Duration 300 frames (fps) (fps)
Akiyo <8 10 Erol et al. 17
Akiyo 8 10 Lappalainen 26"
TABLE X Foreman >28 10 Erol et al. 14
ENCODING PARAMETERS AND IMPLEMENTATION ALTERNATIVES Foreman 28 o] Lappalainen 21"
T'Scaled up.
Parameter Author
Erol et al. Lappalainen
___Target frame rate 10 fps 9or 10 fps Motion Vector (Annex D of H.263) and Advanced Prediction
Fixed or Va"?g;?:gg Variable Fixed  (Annex F of H.263) Modes, which increases complexity.
Quantization parameter 18 4or 19 The folloyving experiments performed by Lappalainen cor-
(QP) respond quite accurately to the ones performed by &rall.
Bitrate| <8 or>28 kbps 8 0r 28 kbps Akiyo at 8 kbps with the average QP of 14 and frame rate of
Fivad or varabic OP Frad Varabie 10 fps and Foreman at 28 kbp; with the average QP of 19 and
Rate control method Fixed QP TMN-5 [36] frame rate of 9 fps. Eradt al. achleve frame rates of 14 f_ps and
Block-matching algorithm computation-constrained layered 17 fps for the Foreman and Akiyo sequences, respectively.
SIS S oo S%}fcz Eg;]] If Lappalainen’s results, obtained on a 133-MHz Pentium
earch window size €a. 10-10 positons require
DCT algorithm Arai et al. [3] Chen etal. [13] MMX, are scaled up to correspond to the regults of Etodl.
Optional coding modes nonel _ Annexes D & F obtained ona ZOQ—M Hz processor, the resulting frame rates are
P-1 optimizations 4 operations 3 operations about 1.5 times higher: 21 and 26 fps for Foreman and Akiyo,
P-D optimizations (MMX) 8 operations 8 operations respectively. The results of this comparison are summarized in
Table XII.
TABLE Xl This scaling is reasonable and accurate because there are no
EXPERIMENTATION ENVIRONMENT . .
architectural differences between these two processors; the only
Author Erol et al. Lappalainen difference is the clock frequency. More details on scaling the
Processor, clock frequency|Pentium MMX, 200 Pentium MMX, results can be found in [2].
MHz 133 MHz . ; :
Level 1 (L1) cache size 16 KB (instr.) + 16 KB (data) In faICt' this Clompar'sqn should be re"ﬁble' r?ecbal‘uslf of Se‘r’fral
Operating system na Windows95  €quivalent implementation options such as the block-matching
Compiler] n/a] MS Visual C++ 5.0 algorithm and equivalent encoding parameters such as video se-
Compiler optimizations nfa)| Maximize speed guences and reference frame rates. Although the bit rates and

QPs are not equivalent, they are sufficiently close to each other
to make the comparison accurate. However, for a complete com-
parison, it is very important to take into account objective video
uality. Furthermore, the experimentation environment should
e identical.

A. Performance of H.263 Encoder Implementations on
Pentium Processor With MMX Technology

Tables IX—XI summarize the information about the experE
ments used in the two studies; the first is conducted by &rol
al., the second by Lappalaineh. )

Erol et al. use algorithmic optimizations for DCT, IDCT, B- Performance of H.263 Encoder Implementations on
quantization, and half-pixel motion estimation. AdditionallyPentium Iil Processor
they use platform-dependent MMX optimizations on DCT, Akramullahet al.describe the performance and several opti-
IDCT, integer, and half-pixel motion estimation, image inmizations of an H.263 encoder on both Pentium Il and Pentium
terpolation, motion compensation, SAD calculation, dafdl processors. Although as accurate a comparison as the one
interleaving, and memory copying routines. presented above is not possible, because of several different en-

Lappalainen uses algorithmic optimizations for half-pixetoding parameters and implementation options, it is still reason-
motion estimation and quantization. Additionally, MMXable to perform comparisons with the results obtained on Pen-
optimizations on DCT, IDCT, quantization and inverse quarium Il by Lappalainenet al.Tables XlIlI-XV summarize the
tization, integer and half-pixel motion estimation, imag&formation about the experiments used in the two studies.
interpolation, motion compensation, and SAD calculation are Akramullah et al. utilize extensive algorithmic, code and
used. compiler optimizations including MMX optimizations of DCT,

Due to the use of variable bit rate, Erdlal. always achieve IDCT, and motion estimation. They use a fast, zone-based,
the target frame rate of 10 fps, while in Lappalainen’s studiglock-matching algorithm [30] with some modifications [1].
the target bit rate is always achieved but the target frame rdtee DCT algorithm used is described in [70, Appendix A.2].
may not always be reached. Lappalainen uses the Unrestrictehe H.263 encoder used by Lappalaimgml.in [44] is sim-

ilar to the one used in [42]; the only difference is the two-
1it should be noted that most of the commonly used source sequences can

be found at http://kbs.cs.tu-berlin.de stewe/vceg/sequences.htm or http://sng-el h_ierarChiC_al motion estimation with the full-search block-
dard.pictel.com/ftp/video-site/sequences/. matching algorithm.
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TABLE Xl
SOURCE VIDEO SEQUENCES

TABLE XVI
PERFORMANCE OFTWO H.263 ENCODER IMPLEMENTATIONS ON 600-MHz
PENTIUM Il PROCESSOR

Name| Claire, Grandma, Akiyo
Miss America, Sequence | Bitrate Target Author| Frame encoding
Salesman (kbps) frame rate speed
Spatial frame resolution 176x144 (QCIF) {fps) (fps)
Input frame rate 30 fps Akiyo 26.8 10 Lappalainen 54

Duration 300 frames Akiyo 443 10 Lappalainen 53
Classification of motion Slow motion only Claire 27.0 30 Akramu:la:\ 46

etal.
Grandma 258 30 Akramullah 45

TABLE XIV ' etal.
ENCODING PARAMETERS AND IMPLEMENTATION ALTERNATIVES Miss 31.2 30 Akramullah 45

America etal.
Parameter, Author Salesman 41.1 30 Akramullah 44

Akramullah et al. Lappalainen . et al.

Target frame rate 30 fps 10 fps Scaled down.
Fixed or variable target Fixed
frame rate complete comparison, it is very important to take into account
Quantization parameter, 10 40r6 R . b h
(QP) objective video quality, as already mentioned. The results of
Bitrate| 25.8,27.0,31.2,0or] 26.8 or 44.3 kbps this comparison are summarized in Table XVI.
41.1 kbps
Fixed or variable QP Fixed
Rate control method Fixed QP V. FUTURE TRENDS

Block-matching algorithm

zone-based search

2-level hiearchical

Recently, there have been studies which propose some hard-

[30], [1] search ) ) -
Search window size 31x31 ware or compiler techniques to improve the performance ob-
DCT algorithm| Appendix A.2 of [70]]  Chen etal. [13] tained with today’s ISA extensions. The efforts are trying to in-
Optiongl ICOdLPQ_ mzdes - 't‘ione A”gexes Eii& F crease the performance in five distinct main areas.
-| optimizations operauons operations . . . .
B optimizations (MMX) L operations 8 operations . F|r§t, the number of operations executed per one .InStrUCtIOI’]
is being extended so that more complex functionality can be
performed. Additionally, reconfigurable techniques can be used.
Ex TABLE éV Second, the level of parallelism can be increased. Multi-
PERIMENTATION ENVIRONMENT threaded architectures combined with both SIMD media ISA
Author]  Akramullah et al. Lappalainen extensions and long vector architectures have been proposed.
Processor, clock frequency|  Pentium lll, nﬁf{o Pe;;igr:ﬂﬂl, Utilization of thread-level parallelism is reasonable, because
Z Z - . - . _
Covel T (L) cache iz 16 KB (instr) + 16 KB (data) accordmg to our experiences on video coding, the data-level
Operating system wal Windows NT 4.0 parallelism cannot be easily exposed beyond the currently
Compiler MS Visual C++| MS Visual C++ available level of parallelism in SIMD media ISAs.
6.0 Third, flexibility in data-dependent control constructs is in-
Compiler optimizations Maximize speed

creased by conditional vector processing and automatic data
alignment. This flexibility is necessary in multimedia applica-

The Akiyo at 26.8 and 44.3 kbps experiments performed Egpns i_f the da_1ta-[eve| p_arallelism is tqlbe increa.sed.because mul-
Lappalaineret al. correspond approximately to Akramullah’stimedia applications differ from traditional applications that are
results on Claire at 27.0 kbps, Grandma at 25.8 kbps, Mi@%ecuted on vector processors (e.g., scientific computations) in
America at 31.2, and Salesman at 41.1 kbps. Akramull&hat they have more data-dependent computations. .
achieves frame encoding speeds of 46, 45, 45, and 44 fps fofourth, research on optimization of subword sizes has yielded
Claire, Grandma, Miss America, and Salesman, respectivelyat least two improvement proposals; arbitrary boundary-packed

If the results of Lappalainest al., obtained on a 733-MHz arithmetic, as well as hardware mechanisms for dynamically
Pentium IIl are scaled down to correspond to Akramullah®$cognizing and capitalizing narrow-bit-width operations, have
results obtained on a 600-MHz processor, the resulting frari@en proposed. o _
encoding speeds are about 1.2 times higher: 54 fps and 5&inally, research on compilation techniques has reduced the
fps for Akiyo at 26.8 and 44.3 kbps, respectively. Howevefomplexity of the programming task.

Akramullahet al. have encoded every frame of the sequence, ) ) ,

while Lappalainen has encoded only every third frame of t{e Increasing Functionality

sequence, as the target frame rates of 30 and 10 fps indicatdJenget al. describe the design of ISA extensions, called a
In general, the complexity of whole encoding task does nbtultimedia Function Unit (MFU), utilized in NSC-98, which
grow linearly with the target frame rate, because motias an experimental MMX-compatible CPU. They propose three
estimation is less complex with higher target frame rates. &uditional instructions: 1) permutation; 2) parallel distance
Akramullah’s implementation, motion estimation consumesmputation; and 3) parallel average computation. They also
about 30% of the execution time. Thus, it can be concluded trstitidy various design alternatives related to MFU subunits.
Akramullah’s implementation is clearly faster. However, for @he proposed instructions improve further the original MMX
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extensions, especially when video coding algorithms arelLee and Stoodley started with MIPS R10000 architecture and
implemented and the same instructions have been implementeatified it to represent a vector processor with long vectors and
in some commercial SIMD media ISA extensions such as VEmple control logic [54]. They show that a two-issue, 64-long
and SSE. For example, the parallel distance computationviesctor processor outperforms a four-issue superscalar with short
essentially a video encoding instruction and it constitutes tkiector extensions with equal area cost. Their proposal is limited
majority of computational speed-up of the given examples [73b uni-threaded architecture, which is suitable for speeding up
Villalba et al. propose an MMX-like architecture extension tkernel computation.
support the vector rotation operation, which is derived from the Simultaneous Multi Thread (SMT) execution is rapidly
well-known CORDIC architecture. It supports many types dfecoming applied in implementations. Oehriagal. model
signal processing algorithms such as DCT with quite small moBewerPC 604 and extend it to support SMT processing with
ifications. They approach could be extended to support otHdMX-like ISA extensions [66]. They suggest that a four-issue,
butterfly type of operations on vectors, although this can als® least two-threaded architecture would be optimal over the
be achieved with certain permutation operations as describeference superscalar architecture.
below [80]. Corbal et al. use R10000 as a reference and have pre-
Berekovicet al. propose extensive ISA extensions speciabented a matrix-oriented architecture that combines traditional
ized for MPEG-4 video coding and decoding. These extensiol® SIMD to vector processing [16], [17]. They show that
add function-specific or almost application-specific block§MT provides 2.1X speed-up over reference MMX model.
to the datapath of a CPU. In addition to block-based codigMT combined to their matrix architecture provides 3.3X
(MPEG-4 simple profile), they target their extensions adfcrease in performance over uni-threaded MMX model. As
object-based coding (MPEG-4 core or main profiles), which conclusion, they propose a future media processor should
are not as generic as the traditional media ISA extensiog®mbine SMT and scalar oriented SIMD extensions to exploit
They target the new functions that are being incorporated é¥xplicit thread-level parallelism and decrease issue width and
new multimedia standards and not so much present in earlistruction fetch bandwidth.
standards such as MPEG-1 and MPEG-2 [5]. Several proposals have also been made for system-on-chip
Lee proposes a new permutation instruction, which achieveischip-multiprocessor implementations, where several simple
maximum subword permutation performance with half therocessors contribute the media computation. In one extreme,
hardware cost of the previous solution. She defines subwdh§ processor consists of dedicated streaming units. However,
rearrangements for 2-D blocks [55]. these cannot be considered as extensions to general-purpose
Lee also defines an alphabet of fundamental permutatiBFPcessors and are not considered in this paper.
primitives along with new permutation instructions coverin
these primitives. Together, all these permutations extend tte
generic usefulness of SIMD media ISA extensions by enablingSmith et al. provide a good summary of support of condi-
nonstraight-forward data rearrangements [56]. tional operations on vector processors to date. Moreover, they
Yanget al.extend the work of Lee by proposing a new instrucsonclude that solutions whose performance depends on the frac-
tionthatreduces the subword permutation problemto asingle bii@n of valid values in a vector are preferred to those whose per-
terfly type permutation instruction. The use of this instruction #rmance depends simply on the length of the vector. They also
limited to a given subword width. It simplifies the permutatiorstate that the current SIMD media ISA extensions, which use
problematic, although it does not provide optimum implementahort vectors with SIMD implementations, are to be replaced by
tion for every case compared to Lee’s proposals [84]. long vector, pipelined implementations in the future. According
Wonget al. propose a multimedia enhanced general-purpotsethem, long vectors have a number of advantages and are a
processor architecture called M- GPP. Additionally, they logical next step in media ISA development [72].
discuss reconfigurable hardware units to support the executiorKapasi et al. discuss efficient conditional operations for
of new media instructions [82]. In a recent study, they exterstita-parallel architectures, especially for SIMD architectures.
their previous study by proposing new instructions for the DCIN general, data-dependent control constructs reduce efficiency
and Huffman operations. Simulation results are also providedabdata-parallel architectures, as the constructs do not map well
show the usefulness of the extensions [83]. The use of reconfig-these architectures. Conditional streams are a mechanism
urable blocks for ISA extensions would open new possibilities to convert these control constructs into data-dependent data
speed-up a variety of functions without being too function-spgiovement operations (routing) and can result in significant
cific. Wong have described the possible control mechanismssgfeed-ups on media processing applications such as a speed-up
such units. However, further studies would be needed concernifgl.8 for polygon rendering, as shown by the results obtained
the optimum set of basic building blocks in these reconfigurabig@m simulations [36].
units for multimedia applications, for example. Fridman presents an approach to data alignment for subword
parallel computation using an alignment resource called data
alignment buffer (DAB). The benefits of this approach over
those in other processors are that it achieves high computational
Many proposals to increase parallelism attempt to include trefficiency primarily because the DAB can be tightly scheduled
ditional vector processing instead of combining a complex sim software, which results in smaller code (requiring less soft-
perscalar core with short vector processing. ware loop unrolling) [26].

Increasing Flexibility of Control Constructs

B. Increasing Parallelism
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D. Optimization of Subword Sizes of the benchmarks use single-precision floating point numbers;

Brooks and Martonosi propose hardware mechanisms tI%%B to YUV corversion uses 16-bit integers [47].

dynamically recognize and capitalize on narrow-bitwidth (16 eupers preS(_ants a n_ovel code selection t.PTChmql.Je capable of
bits or less) instances in programs without any compiler ime@g(plonmgSIMDmstructlons alsowhencompiling plain Csource

vention. They describe two optimizations: power- and perfo1;_0de.ItpermitstotakeadvantageofSIMDinstructionswhilestill

mance-oriented ones. The latter one is more interesting in M%n%portgbledsounl:e (;_Ode' H|sd§pproscth_:JU|lds 0': the ﬁla55|::_al
context of this study. It improves performance by merging t ree- asTeh c(:jo te_lsetzjec:jon p?rat_ 'am, uf' gen;ralesletx erna ve
gether narrow-integer operations and by allowing them to sh faers. The detailed code selection s performed only later, when

asingle functional unit. Simulated results show speed-ups of ﬁ%g?egg;?;%ro?vaéI;gwiggsgi?;ti;aﬁg?iLﬁfgl?rsgr:%tcljogZg)r;alllre]:I
d 15% for MPEG-2 decodi d di tivel . : N )
an o for ecoding and encoding, respectively [ IMD processing, presented for TI C62xx and Philips Trimedia

.Balak'rlshnar) and Nandy Propose a subword parallel SChe':lrﬁmOOshowthatitis possibletoreduce the numberof compiler-
with arbitrary sized subwords in addition to currently used sizes

of 8. 16. 32. and 64 bits. The motivation behind their work igenerated machine instruction by using portable C code. A 50%

based on the fact that several operations, such as DCT and r[r?(gi_u.ctionintheinstruclzt.ion countwas obtained for the vector add
tion compensation, need also different sizes, e.g., 12- and Q%ri]fj image decomposition kernels [57].
sized subwords. They also discuss the implementation of arbi-
trary boundary-packed addition [4]. VI. CONCLUSION

Karthikeyan and Ranganathan extend the work on arbitraryAs numerous research efforts on SIMD media ISA extensions
boundary packed arithmetic by presenting a packed multipiidicate, the new, proposed hardware techniques contain poten-
cation scheme based on the Wallace tree algorithm. They afig@ for improved performance.
describe how to implement saturation arithmetic for arbitrary On the other hand, the continuous research efforts on the opti-

boundary-packed addition [38]. mized implementations of video coding algorithms produce in-
creasingly higher performance on existing processors. Here, the
E. Compiler Issues challenge of compilation and code generation will probably re-

In general, there has been no compiler support for roducinmain and might even increase with the newly proposed hard-
o tirr?ized M’MX or anv other codepbasedpgn SIMDp medigl%lre techniques. Currently, obtaining high-performance code
b y requires manually writing hand-optimized assembly code.

ISA extensions. Thus, high-performance MMX code requiresI oo . .
n an open application development environment, there is a

writing hand—opt|m|;ed a;sembly cpde elt,her by using 'n“.naeardemand for supporting different functions for compilation.
assembly code available in, e.g., Microsoft's compiler or usi

L X . : >NBhis could be achieved via special fixed programming models,

C wrappers such as intrinsics available in Intel's compiler, o :

o ) ; data types, or Application Programming Interface (APIs) that
Vectorizing compilers that can turn scalar C code into paralle . . I, . .

: . . would implement larger functional entities than single instruc-

MMX assembly code without user intervention have been

introduced by Intel, for example. Still, the performance Otons. As is well known, such an approach (e.g., OpenGL) has

. aken place in the 3-D computer graphics domain. As video ap-
the COde. ggnerated by the compiler has not reaghed thatr% E:ations and their basic algorithms will stabilize more, this
hand-optimized code in general. Perhaps the easiest, but

e
most limited way of utilizing SIMD media ISA extensions is

Kind of approach could also be possible.
o use existing library code, such as Intel's Image Processi(r]l Inthe contextof3-Dgraphicsapplications, firsttherewasastan-
Library. Recently, few studies have addressed this problem.

Srdized API ,andonlyafterthat,hardwareimplementationsofthe
Conteet al.discuss the complexity of the programming mod

functions in this APl were realized. Contrary to 3-D graphics ap-
of MMX and SSE. Moreover, they introduce a programmineé

lications, video applications first utilized hardware implemen-
. . . : tions of several algorithms such as DCT, and only in the future
m.ethodology.and the Aphelium compiler. Of V'd69 coding ope&-o Id a standardized, more general API potentially be expected.
ations, IDCT is selected as an example case. It is demonstra ea
that Aphelium is able to output high-quality MMX code thateral

ecently, DSPssuchas TI'sTMS320C64xand embedded gen-
matches the speed of the code hand-optimized by Intel, WithﬁH -purposeprocessorssuchasARMhaveannouncedtheir SIMD
requiring deep assembly-coding expertise from the user. g

I—:‘dia ISA extensions. Although the majority of current research
performance of Aphelium is based on optimizing the code f%r

§'SIMD media ISA extensions s focused on MMX, SSE, MAX,
oo ! - and VIS extensions available in PC and workstation processors,
MrMX andrlntal P6Pprr(])t?ersnsg Co_ltﬁ’ er'r?hr'siuied in all l:;(:n:lu erse extensions share a number of fundamental similarities with
processors since menti 0. Thus, INEre 1S no SUpportior oy, nes available in modern embedded processors. Thus,toacer-
ISA extensions or processor cores [15].

; . _tainextent, thecurrentresearchresultsare applicabletomobile de-
Larsen and Amarasinghe propose a robust compiler algorith

for synthesizing SIMD instructions from the statementsin sing}/eI18es thatutilize modern embedded processors.
basicblocksinstead ofinloop nests only. Althoughtheirapproach
can be applied to many SIMD media ISA extensions, they be-
lieve Altivec can best utilize the algorithm. They reportspeed-ups The authors would like to thank Dr. R. Castagno and Prof. J.

for SPEC95 fp and multimedia kernels such as FIR filtering arichkala for useful discussions and comments. Also, the authors
RGBto YUV conversionthatrange from 1.2t0 6.7 on a450-MHwould like to thank the anonymous reviewers who have helped

Motorola MPC7400 processor with the Altivec extensions. Mogb improve the quality of this paper.
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