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ABSTRACT

Now, when the first commercial 3G services
based on 3GPP specifications have becn
launched around the world, is the right time to
start considering the evolution potential of 3G
systems. It is assumed that the majority of the
traffic in future mobile networks will be generat-
ed by content consumption related services,
which are realized with 1P technologics. Thus, it
is necessary to optimize the cellular networks for
carrying IP traffic as efficiently as possible. In
this article, we describe an evolution scenario for
the 3G network architecture specified by 3GPP.
The TP delivery part of the network architecture
is first optimized within each subsystem, while
maintaining .interoperability with the legacy net-
work. Later, the network is strcamlined as a
whole to provide the most efficient solution. We
show how graceful evolution of the 3GPP system
can benefit from possibilities of the new tech-
nologies, especially IP-based transport, while
maintaining compatibility with existing user
cquipment and capitalizing on cxisting infra-
structure investments.

INTRODUCTION

While the initial deployment of third-gcneration
(3G) networks is ongoing and the first commer-
ctal 3G services have been launched, the devel-
opment of mobile communications has not
ccased. On the contrary, an increasing number
of new initiatives and technologies are being
introduced to complete or compete with 3G net-
works. .

In this article, we discuss the evolution poten-
tial of the 3G networks defined by the Third
Generation Partnership Project (3GPP). The
3GPP system is a combination of the new wide-
band code-division multiple access (WCDMA)
air interface and related radio access network
(RAN) architecture, and cvolved Global System
for Mobile Communications (GSM) and Gener-
al Packet Radio Service (GPRS) core networks.
The main improvement considered while specify-
ing 3G networks was providing exccllent support
for simultaneous circuit- and packet-switched
communications. However, the nature of the ser-
vices anticipated to be offcred over packet-
switchced bearers has changed trom best effort

services to IP multimedia. Thus, the 3G net-
works must evolve to meet new challenges.

The usage of mobile communication net-
works currently comprises mainly voice and mes-
saging based person-to-person communications.
It is anticipated that in the near future richer
person-to-person and group communication
models emerge. Furthermore, it is anticipated
that media consumption via mobile networks will
become a significant contributor to the traffic of
the networks. The new usage patterns of mobile
communications lead to an always-on society,
where most, if not all, subscribers are continu-
ously online; they expect to be able to initiate
communication with their peers and access their
favoritec media at any time, without any delay.

The service creation for the always-on society
will build on IP networking layer, which provides
universal platform for development of multimedia
services. Thus, it becomes pivotal for 3G net-
works to support efficient IP communications;
cven tough the circuit switched téleservices will be
used alse in the future, IP traffic will dominate.

When enhancing support for [P communica-
tions in a cellular environment, we should focus
on increasing perceived end-user experience,
which can be achieved mainly by:

* Higher bit rates
* Lower communication latency
* Ubiquitous service availability

The development of 3G networks should aim
to improve these aspects. However, the cost of
service must also be reasonable. Therefore, we
must also seek solutions that ensure the lowest
cost for delivering required services.

The first target can be appreached via two
routes: enhancing the capabilities of the existing
cellular air interfaces and utilizing complemen-
tary access technologies as part of the 3G net-
works [1]. Both approaches are currently studied
actively in the 3G community. However, we dis-
cuss here only how to ensure that the network
architecturc is not the bottleneck when introduc-
ing more capable air interfaces.

The second target can be achieved by enhanc-
ing the air interfaces and rethinking the network
architecture. The latter is the main topic of this
article. In addition, the third target must be
approached while designing the network architec-
ture and especially in conjunction with accommo-
dation of the complementary access technologies.
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B Figure 1. Simplified 3GPP Release 99 logical architecture (all interfaces and network elements not
shown).

The cost of service has several components, .

such as marketing cost, termina! cost, and license
fees, on which the network architecture design
does not have any significant impact. However,
the network architecture definitely has an impact
on the capital expenses related to network roll-
out and the operational expenses related to run-
ning the network. In general, both capital and
operational expenses tend to be proportional to
the complexity of the network; thus, simpler net-
work architecture may prove more economical.

The rest of the article is organized as follows.
In the next section, we give the background
required to understand the key concepts of the
3GPP network architecture. Then we describe
the current 3GPP network architecture. Next we
introduce an evolution scenario for the 3G net-
work topology. Then we discuss further network
architecture streamlining possibilities. Finally, we
give cur conclusions.

BACKGROUND

Some historical background on the development
of the 3GPP system is necessary to understand
the design choices that have led to the current
architecture and why the evolution scenarios
presented later in this article have become topi-
cal only recently. Since the 3GPP network is
strongly based on reuse of the GSM network
architecture, we must start our examination from
2G networks. ’

The main objective of GSM network develop-
ment was to create a mobile telephony network
that would provide equivalent services to ISDN:

_voice calls, circuit switched data calls, fax trans-

mission, and other predefined services. The cur-
rently important short messaging service (SMS)
was more like a side product of mobile telepho-
ny, Time-division multiplex (TDM)-based trans-
mission technology was predominant in fixed
networks when GSM was designed. Thus, it was
a natural choice to build GSM network architec-
ture on top of TDM-based transmission.

In addition, open and well-defined multiven-
dor interfaces between network subsystems were
considered crucial for commercial success of the
GSM system. In particular, openness of the
interface between the base station subsystem
(BSS) and core network (CN), the A-interface,
was seen very important.

When packet data services became more
important in fixed networks, the GSM communi-
ty also introduced packet-based bearer services,
GPRS, te augment GSM networks. The aim of
the GPRS development was to provide efficient.
access to both IP and X.25 networks {later X.22
support has become obsolete and have been
removed from specifications) while keeping the
system compatible with existing terminals and
minimizing changes needed in existing GSM
infrastructure. Thus, a separate CN for GPRS
was introduced, and its interaction with the cir-
cuit-switched CN was minimized. Since the
GPRS was intended to carry packet-based ser-
vices, IP-based transmission technology within
the GPRS CN was selected.

When the development of 3G systems start-
ed, there were clear objectives to improve from
GSM by increasing the bit rate over the air
interface, providing different quality of service
(QoS) classes for packet data, and enabling
simultaneous usage of dircuit- and packet-
switched services (which has proven to be chal-
lenging for GPRS networks and terminals). On
the other hand, backward compatibility with
the existing GSM services and reuse of the
GSM infrastructure were considered very
important. Therefore, the GSM CN was adopt-
ed as the basis for the 3GPP CN, to which the
new RAN was connected. Even though IP-
based transmission was already adopted for the
GPRS CN and the packet core of the 3G net-
works, it was not considered sufficient to pro-
vide real-time capabilities needed in RAN and
circuit-switched services. Thus, an asyn-
chronous transfer mode (ATM)-based trans-
mission solution was adopted for the rest of
the 3GPP network. :

The openness of the interface between RAN
and CN was also considered very ilmportant
when 3G networks were designed; hence, an
open and well-defined Tu interface was intro-
duced. The Tu interface has two variants: lu_cs
between RAN and circuit-switched CN, and
Tu_ps between RAN and packet-switched CN.

The legacy of GSM networks and the desire
for truly open interfaces between RAN and CN
were the main drivers behind many design choic-
es made during the development of the 3GPP
network architecture that are further elahorated
in the next section.
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3GPP NETWORK ARCHITECTURE

Figure 1 depicts simplified 3GPP Release 99 net-
work architecture with only the network elements
and interfaces relevant for our discussion. There
are three main subsystems in the architecture:

* The RAN, which contains all radio-access-spe-
cific functionalities and related network ele-
ments

* The circuit-switched CN (CS CN) that man-
ages circuit-switched sessions and intercon-
nects the cellular network to the public
switched telcphone network (PSTN)

* The packet-switched CN (PS CN) that man-
ages packet-switched sessions and intercon-
nects the cellular network to cxternal IP
networks such as the Internet
Naturally, the system also contains user

equipment (UE). In addition to the cntities
shown in the figure, the architecture also con-
tains registers and databases, the most important
being the home location register (HL.R), which
contains subscriber profiles and cryptographic
keys required for user authentication.

RAN functionality is divided into two net-
work elements: Node B and the radio network
controller (RNC), which are connected over the
Tub interface. The former is merely a radio
modem, which mostly takes care of the WCDMA
layer 1 processing. The latter handles most of
the RAN functionality: the RNC manages radio
resources, terminates air interface layer 2 and 3
protocols, performs macro diversity combining
(MDC), schedules downlink radio frames, gives
power control commands, and so on.

There is a strict one-to-many mapping
between Node Bs and RNCs; each Node B can
be connected to only one RNC, while one RNC
can manage hundreds of Node Bs. Furthermore,
there is vertical connection between RNCs,
which is needed when a UE is in soft handover
with Node Bs controlled by different RNCs or a
user moves from the coverage area of one RNC
to that of another RNC.

This functional split imposes specific require-
ments for the transmission technology used to
connect RNCs and Node Bs. Since the MDC
and radio frame scheduling are performed in the
RNC, the latency and jitter the radio frames
experience while being transmitted between the
nodes must be controlled with an accuracy of
microseconds: In addition, the Node Bs need an
external reference clock signal to maintain the
air interface frequency accuracy; the reference
clock is usuvally distributed over the transmission
network physical layer.

Thie logical architecture of the 3GPP Release
99 CS CN is the same as in GSM: MSCs take care
of routing and managing circuit switched sessions.
There are also gateway MSCs (GMSC) used to
route mobile terminating calls from the PSTN to
the MSC serving the called subscriber. Both user
and control planes are handled in the MSCs. The
CS CN is connected to a RAN via the Tu_cs inter-
face, which connects the MSC to RNCs. There is
strict one-to-many mapping in the Iu_cs interface:
each RNC can be connected to only one MSC,
while one MSC can manage hundreds of RNCs.
There is no strict mapping between MSCs: any
GMSC can connect to any MSC,

PS CN functionality is distributed into two
network elements: SGSN and GGSN. The for-
mer takes care of most of the session manage-
ment (including Qo8), mobility management, and
AAA functionality of the PS CN. The latter is
merely a gateway between external IP networks
and a cellular system, which, however, have
important functionality such as QoS mapping
between the networks, mobility anchoring, packet
filtering, and so on. The PS CN is connected to a
RAN via the Iu_ps interface, which connects the
SGSN o RNCs. There is strict one-to-many
mapping in the Tu_ps interface: each RNC can
be connected to only one SGSN, while onc SGSN
can manage hundreds of RNCs, but any SGSN
can conrtect to any GGSN and vice versa.

The logical architecture assumes that both user
and control planes are handled in the same net-
work elements throughout the network; that is, all
network elements have integrated user and con-
trol plane functionality. However, the specifica-
tions have clear logical separation of the user and
control plane functicnality; the protocols convey-
ing control plane messages and user plane traffic
are completely independent in all interfaces.

Some characteristics of the 3GPP Release 99
logical architecture are not optimal for deliver-
ing TP-based services. There is a strict tree hier-
archy in the network; handling of user and
control planes is tightly coupled; and there are
strict delay and timing requirements for trans-
mission links within the RAN.

The strict hierarchy combined with coupling
of the control and user planes has major impli-
cations for the logical architecture:

+ The user plane traffic must be processed in
every hierarchy level, which naturally is a
source of additional delay and jitter. .

+ Since the user traffic has to.always go via the
highest level in the hicrarchy, the routing of
traffic might be nonoptimal, especially when
two terminals within the coverage of the same
Node B arc communicating with ¢ach other.

* When the user and control planes are always
handicd in the same network elements, scaling
the capacity of the user and control planes
independently is difficult,

* Failure of an upper level node usually impacts
all the nodes below the failed node in the log-
ical tree; for example, if an RNC crashes, all
Node Bs connected to that RNC are discon-
nected from the network.

However, there are also some reasons why
hierarchy is needed in cellular networks:

_* It would be challenging to realize real-time

requirements of mobility management opera-
tions (especially handover) without a hierar-
chical solution. :
* Aggregation of network topology information
is required in order to have scalable netwoiks.
+ Common sense says that local events should
not have global effects; for example, handover
between adjacent BTSs should not require
global signaling.

Therefore, we should find solutions to avoid
the cons of the hierarchy while keeping the ben-
efits of it. This could be achieved by transform-
ing one-to-many bindings to many-to-many
bindings between the hierarchy levels and decou-
pling user plane handling from control plane

Some characteristics
of the 3GPP Release
99 logical architecture
are not optimal for
delivering IP based
services: There is 0
strict free hierarchy
in network; handling
of user and control
plane is fightly
coupled; and there
are strict delay and
timing requirements
for transmission
links within RAN.
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hierarchy. Next, we will discuss evolutionary
solutions that aim to enhance the logical archi-
tecture of each subsystem separately.

EVOLUTION OF THE SUBSYSTEMS

When IP-based transport networks have become
commonplace in fixed networks and have proven
to provide robust solutions, it has become clear
that benefits of the [P based networking tech-
nologies should also be utilized in cellular net-
works. Due to inherent any-to-any connectivity
between hosts, IP networks enable more dis-
tributed functional architectures and more versa-
tile network topologies than what is practical in
TDM or ATM-bascd networks. [n the following,
we discuss how the strengths of [P-based trans-
port can be leveraged in 3G networks.

RAN EvoLurion

A new RAN architecture has been proposed [2]
to address the issues discussed above; RNC
functionality of the conventional RAN architec-
ture is distributed into smaller pieces. First,
radio-interface-related processing {e.g., MDC,
power control, and radio frame scheduling) is
relocated into base stations. To distinguish these
advanced base stations from Node Bs of the
R’99 architccture, they are called Node B+ in
this article. Second, remaining non-radio-inter-
face-specific user planc handling is located in a
new network element called a RAN gateway
(RAN GW), with the main responsibility to pro-
vide standard Tu_cs and Iu_ps interfaces toward
the CS CN and PS CN. Third, the networkwide
radio resource management related functionality
is isolated into a new network element called a
common radio resource manager (CRRM). The
remaining RNC functionality is handled by the
RAN access server (RNAS).

While the main reason for relocating the
radio-specific processing inte the Node B+ is
improved radio performance due to decreased
delay in the terrestrial network, it also removes
the strict delay and jitter requirements set to the
transmission links within the RAN. However,
the Node B+ also has to get an external refer-
ence clock in arder to maintain the frequency
accuracy of the air interface, which may impose
some requirements on the transmission technol-
ogy if the clock reference is distributed over the
terrestrial transmission network to the Node
B+s.

When the radio-specific processing of the
user plane is performed in the Node B+, the
functionality of the RAN GW is reduced to a
user plane routing point, which hides the inter-
nal structure of the RAN architecture from CS
CN and PS CN. The same applies to the RNAS;
when the radio resource management and other
radio-specific functionalities are handled by
other network elements, its main task is to hide
the internal structure of the RAN architecture
from CS CN and PS CN. Therefore, the RNAS
and RAN GW are mainly needed to provide
compatibility with existing infrastructure and are
not needed if the CN is up to date.

The isolation of networkwide radio resource
management functionality into the CRRM clari-
fies the roles of the network elements and

improves the overall performance of multiradio
networks. The radio resource management com-
mon to all radio technologies allows optimized
utilization of the radio spectrum and capabilities.

There is no strict tree hierarchy in the pro-
posed architecture; any Node B+ can connect to
any RNAS and RAN GW and vice versa. More-
over, it has been proposed to increase the flexi-
bility of the fu_cs and lu_ps interfaces [3] by
allowing each RNC (or RNAS and MGW) to be
connected to several MSCs and SGSNs. This
breaks the rest of the strict tree hierarchy of the
logical architecture. In this architecture, horizon-
tal connections between Node B+s are needed
when UE is engaged in handover between two
{or more) Node B+s.

(S CN EvoLution

The coupling of the user and control plane han-
dling within the CS CN have already been
addresscd in 3GPP Release 4 by introducing the
MSC server concept [4]. The MSC (and GMSC)
functionality is divided into two network ele-
ments: MSC server and MGW. The former takes
care of all the control plane functionality within
the CS CN and terminates the control plane
protocols of the Iu_cs interface. The latter han-
dles user plane processing and switching, which
includes termination of user plane protocols of
the Tu_cs interface, speech codec processing, and
switching between the circuits. The implementa-
tion of the MSC server concept is straightfor-
ward from a specification point of view, since the
user and control plane protocols are already
independent in the Iu_cs interface and the C$
CN internal interfaces. With these enhance-
ments, the CS CN logical architecture can be
evolved according to the requirements set earlier
in this article. :

PS CN EVOLUTION

A similar concept for dividing the user and con-
trol plane functionality into separate network
elements has been proposed for the PS CN [5];
the SGSN would be divided into an SGSN server
and a packet-switched media gateway (PGW).
The SGSN server takes care of all the control
plane functionality within the PS CN and termi-
nates the control plane protocols of the lu_ps
interface. The PGW terminates user plane pro-
tocols of the Iu_ps interface and performs for-
warding of the user plane datagrams. The GGSN
functionality remains the same as in the R’99
architecture; since there is very little, if any, true
contral plane functionality in the GGSN, there is
not much benefit to be gained by splitting it in
two. The implementation of the SGSN server
concept is straightforward from a specification
point of view, since the user and control plane
protocols are already independent 1n the fu_ps
interface and the PS CN internal interfaces.

{t has been noted that in fact the PGW is a
more or less redundant network element [1).
Since the user plane protocol stack between .
RNC and PGW, and PGW and GGSN are exact-
ly the same, the PGW only forwards datagrams.
Thus, the user plane from the RNC could con-
nect directly to the GGSN and vice versa. How-
ever, we must remember that the PGW is
assumed to perform functions like traffic volume
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accounting and legal interception, which has to
be organized in alternative ways, if the PGW is
removed from the architecture,

A SUMMARY OF SUBSYSTEM EVOLUTION

When all the enhancements to the subsystems

discussed above are applied, the resulting archi-

tecture is depicted in Fig. 2. Some of the require-
ments set earlier in this article are well
addressed:

» User plane handling is almost completely
decoupled from control plane handling.

+ The strict tree hierarchy is replaced by many-
to-many bindings between the hierarchy lay-
ers.

* The requirements for transmission links within
RAN are relaxed. - .

However, there are still scveral network cle-

ments processing the user planc.

It is important to note that all the discussed
architectural enhancements can be realized with-
out any modification to the air interface proto-
cols. Thus, this evolved 3G architecture
inherently provides support for already deployed
3G terminals that are implemented according to
R’99 specifications. Furthermore, the evolution
steps discussed above can be deployed indepen-
dently and only in selected parts of the network;
for example, the whole RAN architecture does
not have to change overnight, but the new archi-
tecture can be deployed gracefully when new
equipment is installed.

STREAMLINING THE ARCHITECTURE

When examining the evolved architccture depict-
ed in Fig. 2, we note that the evolution of each
subsystem independently leads into a system
with multiple gateways, which actually have very
little functionality; their main task is to provide a
standard interface toward the other subsystems.
While maintaining the standard intersubsystem
interfaces enables different evolution speeds for
each subsystem, streamlining the whole network
architecture should also be considered. Next, we
will briefly describe two potential scenarios for
the next steps in the evolution of the logical

architecture: first with the assumption that the
conventional circuit-switched paradigm must also
be supported with the next phase of the architec-
ture, and second with the assumption that 1P
multimedia is a huge success and eventually
phases out the CS CN.

In the first option, further streamlining the
user plane of the packet data network should be
considered. The redundancy of the PGW was
already addressed above, but also the user plane
protocol between the RAN GW and the Node
B+ could be exactly the same as between the
RAN GW and PWG (or GGSN). Thus, it would
be attractive to pursue the possibility of stream-
lining the user plane handling in the extreme;
that 1s, introducing a direct user plane connec-
tion from Node B+ to GGSN and vice versa.

Streamlining the CS CN any further may
prove to be challenging without serious interop-
erability problems with existing phones and tele-
com infrastructure. However, it might be
-worthwhile to pursue the possibilities of also
eliminating the RAN GW from the CS user
plane; that is, connecting the CS user plane
directly from a Node B+ to an MGW.

The streamlined architecture resulting from

_ the evolution steps introduced above is depicted

in Fig. 3. It is notable that this architecture pro-
vides inherent support for all 3G terminals,
including the 3GPP R’99 terminals already
deployed. ' .

In the second scenario, there is no need to
support circuit-switched bearers, when the fune-
tionality of RNAS is very limited; hence, it
would make sense to also streamline the control
plane architecture. An attractive option to con-
sider would be combining the functionalities of
the RNAS and SGSN server into one network
element, which we call herethe control server.

If the further evolution step introduced above
is implemented, we get an extremely streamlined
packet data architecture, illustrated in Fig. 4. It
is notable that even though this architecture
does not resemble the original 3G architecture
too much, with carcful design it is possible to
realize the extremely streamlined architecture
without significant changes to the air interface

It is important to
noté that oli the
discussed archifectural
enhancements can
" be redlized without
any modification fo
the air interfoce
profocols. Thus,
fhis evolved 36
architecture inherently
provides support for
already deployed
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are implemented
gecording to R'99
specifications.
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protocols, ensuring backward compatibility with
older-generation packet-based UE. .

CONCLUSIONS

The designers of the 3G networks did not start
from a clean table; on the contrary, the design
choices of 3G networks were limited by require-
ments for open multivendor interfaces, backward
compatibility and reuse of existing 2G infra-
structure, and availability of technologies. The

notable disadvantages of the current 3G network.

architecture are strict hierarchy and integrated
user and control plane handling.

Now, when IP-based transport has become a
viable option for the terrestrial part of 3G net-
works, there are new possibilities for network
architecture design. However, the requirements
for open multivendor interfaces, backward com-
patibility, and reuse of existing infrastructure are
still valid. Thus, it makes sense to optimize
architecture within each subsystem while main-
taining the standard interfaces between the sub-
systems. That would allow coexistence of the
current and new architecture within the same
network, which is essential for graceful network
evolution.

IP-based terrestrial transport enables more
distributed functionality and more flexible data
routing than current ATM-based transport. The
distributed functionality can be utilized to define
a new functional split in the RAN, where mosi
of the radio related functionality could be locat-
ed in a BTS, which enhances radio performance
and relaxes transport requirements in the access
network. The flexible data routing can be uti-

lized to remove strict hierarchy by enabling
many-to-many bindings between network ele-
ments and to decouple user and control plane
handling within each subsystem.

However, maintaining existing standard inter-
faces between the subsystems limits the possibili-
ties for streamlining the architecture. Thus, the
network architecture resulting from optimizing
each subsystem separately can be further stream-
lined when the network is studied as a whole.

The graceful evolution of 3G networks can
lead to streamlined and competitive network
architecture that takes full advantage of the
capabilities of 1P transport. The evolution dis-
cussed in this article allows coexistence of new
and old architectures, and facilitates reuse of
infrastructure investments. Furthermere, evolu-
tionary development of 3G networks enables
inherent backward compatibility with existing 33
terminals. )
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